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Abstract 

Teachers have large effects on students’ academic outcomes, but there is little understanding of 

which features of teachers and teaching best explain these effects. In this study, we collected 22 

measures of teacher and teaching quality from three broad categories: classroom instruction (e.g., 

quality, content), teacher personal characteristics (e.g., knowledge, self-efficacy), and teacher 

background (e.g., education, experience). All three categories explained some unique variation in 

teacher effects, though measures of instruction explained the least, even after correcting for 

measurement error. Thus, although a diverse set of measures best distinguishes teachers’ 

effectiveness, a cost-effective starting point might be to focus on the less expensive but relatively 

information-rich measures of teacher personal characteristics and background.   

  

Keywords:  Education production; teacher effectiveness; value-added models  
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1. Introduction 

Though teachers have large effects on their students’ academic and long-term outcomes 

(e.g., Chetty et al. 2014a, 2014b; Kane et al. 2013), we lack a comprehensive understanding of 

what explains this variation in teacher effects. Hundreds of studies have examined this topic, 

with some using easily quantifiable measures—such as teaching experience and credentials—to 

explain student outcomes; however, these measures largely fail to account for differences among 

teachers (e.g., Hanushek 1986; Wayne and Youngs 2003). Other studies develop, collect, and 

test more job-embedded measures (e.g., pedagogical content knowledge, instructional quality), 

but similarly explain little variation in teacher effects (e.g., Boonen et al. 2014; Hill et al. 2005; 

Kunter et al. 2013; Palardy and Rumberger 2008).  

There are at least three reasons for the lack of explanatory power. First, most prior studies 

examine only a few predictors at a time; we thus do not know whether a more comprehensive set 

of measures explains substantial variance in teacher effects. For example, if each individual 

measure accounts for a small but unique portion of the variation in teacher effects, a diverse set 

of measures may collectively account for substantial variation across teachers. Relatedly, without 

directly comparing different types of measures (e.g., instructional quality versus teachers’ 

knowledge) in the same study, it is difficult to evaluate their relative explanatory power and the 

extent of overlap between them. Second, some of these commonly-used measures—such as those 

derived from classroom observation—contain substantial measurement error, yet little is known 

about the extent to which measurement error attenuates the explained variance in teacher effects. 

Finally, we do not know whether these issues hold across student outcomes on high- and low-

stakes assessments. Because high-stakes assessments may lead to distorted teacher effect 

estimates (e.g., due to test-focused preparation, Koretz 2008), and because measures of teacher 
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and teaching quality may not align with high-stakes assessments, analyzing results from low-

stakes assessments may confirm the value of the predictors of teacher quality assembled by the 

field.  

We address these issues in this paper by collecting administrative records, teacher 

surveys, and videos of classroom observation from 283 teachers and 7,843 students in fourth- 

and fifth-grade mathematics classrooms across four large East Coast public school districts. 

Using a value-added approach, we estimated teacher effects on two types of student assessments: 

state standardized assessments and a predictor-aligned low-stakes assessment. We then generated 

22 commonly used measures of teacher and teaching quality from three broad categories: 

instruction, teacher personal characteristics, and teacher background. Using these data, we ask 

the following three research questions:  

1. How much variance in teacher effects does a diverse set of predictors collectively 

explain, and how well do specific  types of predictors explain such variance? In 

addition, how much overlap exists between measures?  

2. To what extent does measurement error in the predictor variables attenuate the 

variance explained? 

3. Do predictors account for similar amounts of variance across the state tests and the 

predictor-aligned low-stakes test? 

Our results yield three key findings. First, we show that all three categories of measures 

explained some unique variation in teacher effects, yet no single measure substantially 

differentiated teachers. This suggests that, when possible, researchers and policymakers should 

examine a diverse set of measures to best distinguish between teachers. However, among the 

measures studied here, observation-based measures of instruction explained the least amount of 
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variation in teacher effects. Thus, given the high cost of collecting observation-based measures, a 

cost-effective approach to distinguishing teachers may be to rely on the more predictive and less 

expensive survey-based measures (e.g., teacher knowledge, background). Second, we conclude 

that the attenuation in explained variance due to measurement error is minor. Thus, developing 

new measures is likely to be more fruitful in explaining additional variation than improving the 

reliability of existing ones. Finally, we explained substantially more variance on a low-stakes 

predictor-aligned test than on high-stakes state tests. This finding highlights the importance of 

alignment between predictors and outcome variables, and suggests that theoretically important 

measures may be not be as well suited in explaining teacher quality based on high-stakes state 

tests. 

 

2. Background and Motivation 

Scholars have invested considerable effort in identifying and measuring features of 

teachers and teaching that relate to student performance on standardized tests. Such features fall 

into three general categories: instruction (e.g., quality, content), teacher personal characteristics 

(e.g., knowledge, self-efficacy) and teacher background (e.g., coursework, experience). Although 

measures from multiple categories are not typically examined in the same study, there is ample 

evidence that measures from all three categories individually predict student learning.  

 

2.1 Instruction 

Over the past four decades, researchers have examined the relationship between the 

activities that occur inside classrooms and student learning, with the latter usually measured by 

performance on standardized tests. One line of research has focused on classroom organization 
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and general pedagogical methods (e.g., classroom climate, managing classroom behavior, 

assessing student learning), which consistently relate to student outcomes (e.g., Pianta et al. 

2008; Reyes et al. 2012; Stronge et al. 2011). Other scholars, by contrast, have focused on more 

nuanced instructional strategies that respond to the nature of the discipline and students’ learning 

of that discipline. These activities are often less strongly related to student outcomes, yet still 

significantly predict student outcomes in most cases (Bell et al. 2012; Garet et al. 2016; Good 

and Grouws 1977; Grossman et al. 2013; Tyler et al. 2010). Finally, a third set of research 

focuses on the alignment between lesson content and tested topics. In some classrooms, for 

example, teachers routinely expose students to released test items, creating opportunities to learn 

that closely mimic test content (Hamilton 2003; Koretz 2008). Several studies indeed show that 

students in classrooms that devote more time to tested topics have higher test scores (Cooley and 

Leinhardt 1980; Gamoran et al. 1997). 

 

2.2 Personal Characteristics 

Because measures of instructional practice are typically costly to devise and implement, 

other research has focused on identifying and measuring personal characteristics of teachers 

theorized to more indirectly affect student learning. Perhaps the most widely studied of these 

characteristics is teachers’ knowledge. Theory suggests that disciplinarily rich, error-free 

instruction requires that teachers possess both pure content and teaching-specific content 

knowledge (Ball et al. 2008; Shulman 1986), and empirical investigations have generally found a 

positive relationship between such knowledge and student outcomes (Carlisle et al. 2011; Hill et 

al. 2005; Rockoff et al. 2011). A second widely studied type of knowledge focuses on teachers’ 

knowledge of their students (e.g., students’ common misunderstandings), which can also 
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facilitate effective instruction. Teachers’ knowledge of their students similarly positively relates 

to student outcomes (Carpenter et al. 1988; Hoge and Coladarci 1989; Sadler et al. 2013).  

Other research on teachers’ personal characteristics besides knowledge has focused on 

teachers’ effort and self-efficacy. Though effort is rarely measured directly, self-efficacy (i.e., 

the extent to which teachers believe they have the capacity to affect student performance) 

theoretically relates to effort (Bandura, 1977), and research generally finds a positive relationship 

between teachers’ self-efficacy and student outcomes (Armor et al. 1976; Kunter et al. 2013; 

Ross 1992). Other studies have focused on teacher performance pay, which provides incentives 

for increased effort. Although the effects of performance pay have been mixed, studies that find 

a positive impact show that gains in student achievement appear to be partly due to increased 

teacher effort (Lavy 2009; Muralidharan and Sundararaman 2011). 

 

2.3 Teacher Background 

Rather than developing measures of instructional quality or assessing teacher personal 

characteristics, another line of research has relied on pre-existing teacher background variables 

from administrative datasets (e.g., teacher pre-service coursework, degree, certification status, 

and experience). In theory, these variables should predict student achievement because they 

proxy for skills and knowledge that teachers need to be effective in the classroom. The empirical 

results, however, have been largely inconsistent; only teacher experience consistently relates to 

student outcomes, with the most pronounced gains occurring in the early years of one’s teaching 

career (Boonen et al. 2014; Clotfelter et al. 2007; Harris and Sass 2011; Kane et al. 2008; Papay 

and Kraft 2015). The results for other measures are mixed, including for educational attainment 

(e.g., Aaronson et al. 2007; Goldhaber and Brewer 2000; Harris and Sass 2011; Rowan et al. 
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1997, 2002), certification (for a review, see Cochran-Smith et al. 2012) and post-secondary 

mathematics coursework (e.g., Harris and Sass 2011; Hill et al. 2005; Monk 1994; Wayne and 

Youngs 2003). 

 

2.4 Explaining Variation in Teacher Effects  

A considerable body of work has explored relationships between individual measures and 

teacher effects, yet few studies use multiple measures from each category to explain teacher-

level variation in student outcomes. Further, these studies tend to explain little variation in 

teacher effects. Studies using only easily quantifiable background variables (e.g., teaching 

experience, educational attainment) explained less than 5% of the variation across teachers 

(Goldhaber et al. 1999; Nye et al. 2004). Other studies using surveys to collect more detailed sets 

of predictors (e.g., teachers’ content knowledge, self-efficacy) explain about one fifth of the 

variance in teacher effects at best (Carlisle et al. 2009; Hill et al. 2005; Kunter et al. 2013; 

Palardy and Rumberger 2008). However, even these studies have included only a small handful 

of predictors from a single data source, and none have included observations of teachers’ 

instructional practice. These gaps in the literature motivate our study. 

 

3. Data and Methods 

3.1 Design and Data Sources 

This study included 283 teachers and 7,843 students from two cohorts of fourth- and 

fifth-grade mathematics classrooms across four large East Coast public school districts in three 

states. Over the course of two academic years, 2010–11 and 2011–12, we observed classrooms 

using up to three videos of instruction per year from each teacher. Teachers selected the dates for 
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recording their classes under the restriction that they choose lessons typical of their teaching, that 

they choose lessons longer than 20 minutes, and that they not choose lessons during which 

student testing would occur.1 Recorded lessons lasted approximately one hour and typically 

consisted of the presentation of new tasks and material as opposed to computational practice or 

lengthy test preparation. In addition to collecting videos of classroom instruction, we 

administered surveys to all participating teachers in the fall and spring of both years to collect 

measures of teacher characteristics and teacher background. Finally, we conducted a follow-up 

survey in 2012–13 with additional questions on teacher knowledge. 

We collected student-level data from two sources: de-identified administrative data 

provided by the participating school districts and a project-administered low-stakes mathematics 

assessment. We received the following administrative data for all fourth- and fifth-grade students 

in participating districts from the school years 2010–11 and 2011–12: (a) teacher of record, (b) 

demographic information, and (c) performance on state standardized mathematics and reading 

exams. In addition to these administrative data, we administered additional fourth- and fifth-

grade assessments to students in participating classrooms in 2010–11 and 2011–12. The project-

administered test was jointly developed by [omitted for blind review] and focused on three 

mathematical domains—number and operations, algebra, and geometry and measurement—in 

order to align with the fourth- and fifth-grade Common Core mathematics standards. The state 

tests used in our analysis have a range of reliability estimates from 0.90 to 0.93 and the reliability 

estimates for the project-administered assessment range from 0.82 to 0.89. 

 

3.2 Student-Level Measures 

In this study, student-level data were used as control and outcome variables. We used the 
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following variables from state administrative datasets as controls: students’ prior achievement on 

state standardized mathematics and reading tests, as well as indicators of race, gender, 

subsidized-price lunch eligibility, English language learner status, and special education status. 

For our two outcome variables, we used students’ current-year performance on state standardized 

mathematics tests and on the project-administered mathematics test. Because the state tests 

varied across the three states in the study, we standardized students’ scores on these exams 

within district, grade, and academic year using van der Waerden rank-based standardization 

methods to generate z-scores (Conover 1999). For interpretability, we also transformed students’ 

scores from project-administered assessment into z-scores.  

 

3.3 Teacher-Level Measures 

We derived 22 teacher-level measures from teacher surveys and classroom observations, 

each believed to be predictors of teacher effects on student achievement. We provide an 

overview of these measures in Table 1 and briefly discuss each measure below (see Appendix A 

for more detail). 

[Insert Table 1 here.] 

Measures of instruction. We derived observation-based measures of instruction by 

evaluating video recordings using two established instruments: CLASS (Pianta et al. 2007) and 

Mathematical Quality of Instruction (MQI; Hill et al. 2008). CLASS is a subject-matter-

independent observation tool designed to capture content-general domains of student-teacher 

interactions, such as classroom organization. MQI, on the other hand, captures mathematics-

specific features of instruction, such as teachers’ mathematical errors and imprecisions. We 

followed each instrument’s specific protocol to generate scores. For CLASS, one rater scored 
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each 15-minute segment within each recorded lesson on a scale from 1 to 7 for each of the 12 

CLASS items. For MQI, two raters scored each 7.5-minute segment on a scale of 1 to 3 for each 

of the 13 MQI items. 

Based on prior factor analyses from the same study (Authors 2016), we consolidated the 

13 MQI items into two mathematics-specific factors (Ambitious Instruction; Mathematical 

Errors) and the 12 CLASS items into two content-general factors (Classroom Organization; 

Support). We generated teacher-level composite scores for each factor by first averaging across 

the relevant items and then adjusting for reliability (see Appendix B for more detail). 

We supplemented the four video-based instructional practices with four survey-based 

measures of instructional content and its alignment to tested material. The first two measures 

focused on the extent to which classroom content and problem formats matched those on the 

project-administered assessments. Specifically, we measured the extent to which teachers 

reported covering a list of nine tested algebra topics (Algebra Content) and 16 number and 

operations topics (Number and Operations Content). The other two survey-based measures 

focused on instructional activities related to preparation for state tests. Specifically, we measured 

the extent to which teachers engaged in instructional behaviors designed to improve student 

performance on state standardized tests, such as using released test items or practice test 

materials (Test Prep Activities). We also measured the extent to which teachers changed their 

instructional practices in response to state-imposed testing and accountability systems, such as 

changing the sequencing of topics so that content more likely to appear on the state test is 

covered before the test is administered (Test Prep Instructional Changes). As with the 

observation-based measures of instruction, we estimated an average score for each teacher across 

all relevant items and then adjusted for reliability.  
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Measures of teacher personal characteristics. We collected four measures of teacher 

personal characteristics using surveys. To measure teachers’ mathematical content knowledge 

(Mathematical Knowledge), we used a one-parameter graded response model to score teachers’ 

performance on 72 items from the Mathematical Knowledge for Teaching measure (Hill et al. 

2005) and 33 total released items from the mathematics component of a state test for educator 

licensure. The Mathematical Knowledge for Teaching assesses teachers’ facility in using 

mathematical knowledge in the context of classroom teaching (e.g., ability to select appropriate 

representations and examples of mathematical concepts such as fractions) and the state test for 

educator licensure measures subject matter knowledge in the upper elementary and middle 

grades.  

To generate a second measure of teacher knowledge (Knowledge of Student 

Performance), representing teachers’ knowledge of their students’ mathematics performance, we 

presented teachers with a subset of items from the project-administered mathematics assessment 

and then asked what percent of their students would answer the item correctly. We then 

calculated the absolute difference between teachers’ estimated percentage of students correctly 

answering the item and the actual percentage of students correctly answering the item. We 

averaged this difference across items for each teacher, and then adjusted this composite score for 

reliability. 

In addition to the two measures of teacher knowledge, we derived measures of teachers' 

self-efficacy beliefs and their teaching effort. Self-efficacy was based on 14 survey questions 

regarding teachers’ beliefs about how much they can control classroom behavior, motivate 

students, and craft good instruction. To measure teacher effort, we asked teachers to indicate the 
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number of hours per week spent on four non-instructional activities: preparing for class, 

organizing materials, grading homework, and reviewing the content of lessons. 

Measures of background. We generated 10 variables describing teachers’ educational 

background and preparation, based on teacher surveys. Of these measures, three were indicator 

variables (0 = no, 1 = yes) that captured teachers’ course-taking and educational attainment. 

Master’s degree indicated any earned master’s degree; math major indicated an undergraduate or 

graduate degree in mathematics; and education bachelor’s indicated a bachelor’s degree in 

education. We also asked teachers to provide both the number of undergraduate- or graduate-

level math courses and math content courses they had taken, using a 4-point scale from 1 = No 

Classes to 4 = Six+ Classes. 

In addition, we created five indicators of teaching preparation and experience. 

Traditional certification indicated that the teacher currently holds a traditional teaching 

certification; alternative certification indicated that the teacher currently holds an alternative 

teaching certification; elementary math certification indicated that the teacher possesses a 

specific certification for teaching elementary mathematics; 4–10 years experience indicated that 

the teacher has between 4 and 10 years of teaching experience (including the year surveyed); and 

10+ years experience indicated that the teacher has more than 10 years of teaching experience 

(including the year surveyed).  

 

3.4 Analysis Strategy 

To address our research questions, we estimated how much teacher-level variance in 

student outcomes was explained by different features of teachers and teaching, both in isolation 

and in conjunction with one another. We used two student outcomes: scores on state 
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standardized mathematics tests and scores on the project-administered mathematics test. To 

estimate the amount of teacher-level variation in these student outcomes, we fit the following 

multilevel model to estimate teacher effects: 

𝑎𝑖,𝑗,𝑘,𝑡 = 𝐴𝑖,𝑡−1𝛼 + 𝑆𝑖,𝑡𝛽 + 𝑃𝑗,𝑘,𝑡𝛿 + 𝜂 + 𝜈𝑖,𝑗,𝑘,𝑡 ,         (1) 

where 𝜈𝑖,𝑗,𝑘,𝑡 = 𝜔𝑘 + 𝜇𝑗 + 𝜃𝑗,𝑘,𝑡 + 𝜀𝑖,𝑗,𝑘,𝑡     

The outcome variable, 𝑎𝑖,𝑗,𝑘,𝑡, represents the test score for student i taught by teacher j in school 

k during school year t. Based on previous studies of value-added models (Chetty et al. 2014a; 

Kane and Staiger 2008), we included the following control variables: 𝐴𝑖,𝑡−1, a cubic polynomial 

of student i’s prior-year achievement; 𝑆𝑖,𝑡, a vector of indicators for gender, race and ethnicity, 

subsidized-priced lunch eligibility, English language learner status, and special education status; 

and 𝑃𝑗,𝑘,𝑡, a vector of average characteristics of student i’s peers in the same class and school, 

including average prior-year test scores and averages of 𝑆𝑖,𝑡, and grade-by-year and district fixed 

effects, 𝜂.  

In Equation 1, we specified four levels of nested random effects: school random 

effects, 𝜔𝑘, teacher random effects, 𝜇𝑗, classroom (or teacher-year) random effects, 𝜃𝑗,𝑘,𝑡 , and 

student-level error, 𝜀𝑖,𝑗,𝑘,𝑡. In this study, we focused on the teacher-level random effects, 𝜇𝑗, 

which represent teachers’ contributions to student outcomes. To determine how much of the 

variation in 𝜇𝑗 was explained by different observable features of teachers or teaching, we 

estimated a taxonomy of multilevel models similar to Equation 1:  

 𝑎𝑖,𝑗,𝑘,𝑡 = 𝐴𝑖,𝑡−1𝛼 + 𝑆𝑖,𝑡𝛽 + 𝑃𝑗,𝑘,𝑡𝛿 + 𝜂 + 𝜈𝑖,𝑗,𝑘,𝑡 ,                    (2) 

                                                 where 𝜈𝑖,𝑗,𝑘,𝑡 = 𝜔𝑘 + 𝜑𝑗 + 𝜃𝑗,𝑘,𝑡 + 𝜀𝑖,𝑗,𝑘,𝑡             

 and 𝜑𝑗 = 𝑇𝑗𝛾 + 𝜏𝑗. 
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Equation 2 uses the same specification as in Equation 1, except that in Equation 2, we 

included teacher-level predictors, 𝑇𝑗, to explain variation in teacher random effects, 𝜑𝑗. 

Specifically, 𝜑𝑗 is a function of a vector of 𝑚 teacher-level variables, 𝑇𝑗, representing features of 

teacher and teaching, and 𝜏𝑗, the teacher random effects after controlling for these features. The 

variance in 𝜏𝑗 represents the teacher-level variance in student outcomes due to differences 

between teachers after taking these features into account. For example, in specifications where 𝑇𝑗 

includes the 10 teacher background measures, 𝜏𝑗 represents the teacher-level variance in student 

outcomes that is not explained by these 10 measures. 

By comparing an adjusted ratio of teacher-level variance components for parameters 𝜇𝑗 

and 𝜏𝑗 from Equation 1 and Equation 2, we generated a statistic, analogous to an adjusted R2, to 

measure the percentage of teacher-level variation that was explained by the 𝑚 teacher-level 

variables, 𝑇𝑗. We define this “adjusted teacher-level 𝑅2” statistic as follows:  

𝑅2 = 1 −
𝑛−1

𝑛−1−𝑚
×

Var(𝜏𝑗)

Var(𝜇𝑗)
,     (3) 

where 𝑛 represents the number of teachers in the sample, 𝑚 represents the number of teacher-

level variables used in Equation 2, Var(𝜏𝑗) represents the teacher-level variation in student 

outcomes in Equation 2 after controlling for the vector of teacher-level variables 𝑇𝑗, and Var(𝜇𝑗) 

represents the teacher-level variation in student outcomes in Equation 1 without this vector. The 

ratio (
𝑛−1

𝑛−1−𝑚
) adjusts for the mechanical reduction in Var(𝜏𝑗) that tends to occur when more 

teacher-level variables are added to the model. We used this statistic to estimate how much 

teacher-level variation in student outcomes was due to different features of teachers or teaching. 

 

3.5 Descriptive Statistics and Correlations of Teacher-Level Measures 
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Of the 283 fourth- and fifth-grade teachers in this study, 84% were female and 67% were 

White. They averaged approximately 10.2 years of experience, typically arrived in teaching via a 

traditional certification route (85%), and held a master’s degree (75%). Of the 7,843 students in 

participating classrooms, nearly half were Black (44%), while most of the remaining half were 

either Hispanic (25%) or White (20%). More than two-thirds were eligible for subsidized lunch 

(69%), nearly one-quarter had limited English language proficiency (23%), and 12% had special 

education status. These characteristics are largely reflective of the students and teachers across 

these four districts and sample selection does not appear to limit our ability to generalize our 

findings to the population within the study districts. 

[Insert Table 2 here.] 

In Table 2, we present descriptive statistics and correlations for our set of 22 teacher-

level measures. In the first two columns, we present the mean and standard deviation of all 22 

variables, followed by the correlation coefficients between our measures.2 Nearly all of the 

correlations were modest, falling between -0.30 and 0.30. Among the higher correlations, most 

were observed across different dimensions captured by the same instrument (e.g., the two 

CLASS measures: classroom organization and support). Across-instrument correlations above 

0.30 occurred between the mathematical knowledge and the two mathematics-specific measures 

of instructional practices (ambitious instruction and errors), a relationship observed in prior 

research (Hill et al. 2008). Overall, these modest correlations suggest that the chosen variables 

are related, but also measure somewhat distinct aspects of teacher and teaching quality. 

 

4. Results 
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In Table 3, we present our main results for the amount of explained variance in teacher 

effects on students’ state test scores. As a reference point, in the first column, M0, we present the 

results of the base model before adding any teacher-level predictors. In this base model, the 

variance of the teacher effect estimates for the state test outcomes was 0.032, which is 

comparable to other estimates from the teacher effects literature (e.g., Chetty et al. 2014a). In the 

next column, M1, we included all 22 teacher-level predictor variables, which reduced the 

variance of the teacher effects estimates to 0.022. We adjusted for the addition of these 22 

predictors—using the formula described in Equation 3—to estimate the adjusted teacher-level 𝑅2 

of 25%. In other words, a full model of all 22 predictors collectively explains 25% of the 

teacher-level variance in student outcomes on state tests.  

[Insert Table 3 here.] 

In the remaining columns of Table 3, we examine the performance of select groups of 

predictors in explaining teacher-level variance. In model M2, we included only the eight 

measures of instructional practices and content. These eight measures explained 9% of the 

teacher-level variation on state tests. In model M3, we included only the four measures of 

teacher personal characteristics, which explained 12% of the teacher-level variance. Finally, in 

model M4, we included only the remaining 10 measures of teacher background, which explained 

10% of the teacher-level variance. A model including measures of personal characteristics and 

instruction (M5) explained 18% of the variation, while a model including background and 

instruction (M6) explained 16% of the variation. 

 [Insert Table 4 here.] 

In addition to estimating the variance explained collectively, we present the explanatory 

power of each individual teacher-level variable in Table 4. To do so, we fit 22 separate 
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regressions, each with only one teacher-level predictor included. These estimates provide a 

comparison to past studies of teacher and teaching, which tend to examine the effects of these 

variables separately. We found that any individual variable explained, at most, 6% of the 

teacher-level variance. The sum of the 22 individual explained variances was 40%, substantially 

larger than the 25% of the variance explained collectively in Table 3, which highlights the 

problem of simply adding the percentage of variance explained by individual predictors that are 

related. In other words, because the variance explained by each measure is not purely unique, 

adding the variance explained in separate models will overstate their collective explanatory 

power. 

In Table 4 we also examine the extent to which measurement error attenuates the 

variance explained by each predictor variable. We did not correct for measurement error in our 

main analyses in Table 3, since measurement error is a property of the measures that are used in 

practice. As such, the results in Table 3 accurately reflect the predictive power of teacher 

measures as they are typically collected (i.e., with some amount of measurement error). To 

evaluate the extent to which these results are attenuated by measurement error, we compare them 

to estimates of the variance that would be explained by the same predictors if they contained no 

measurement error. To do so, we divided the adjusted teacher-level 𝑅2 for each individual 

predictor by its reliability, which produces an estimate of the teacher-level 𝑅2 for each predictor 

if it contained no measurement error.3 We present these results in the third column of Table 4. 

We find the error-free adjusted 𝑅2 for any individual predictor was, at most, 8% and that the 

increases in explained variance for each predictor were modest. 

Using the above analysis of measurement error in individual predictors, we can also 

provide an upper bound on the effect of error in models that include all predictors 
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simultaneously. If the underlying error-free components and measurement errors were 

uncorrelated across predictors, the 𝑅2 in a combined model would be the same as the sum of the 

𝑅2 across the individual models; otherwise, the combined model will explain less variance than 

the sum of the individual models. Recognizing this, we used the sum of the increases in 

individual predictors’ 𝑅2 after accounting for measurement error to serve as an upper bound 

estimate of the increase we would achieve in the combined model.4 In Table 4, the sum of the 

individual predictors’ 𝑅2 increased by approximately 9 percentage points when accounting for 

measurement error (from 39.5% to 48.3%). Applying this 9 percentage point gain to the original 

estimates from the combined model, we find that the 𝑅2 for the state test would increase, at most, 

from 25% to 34% if all of the predictors were measured without error. 

The results in Tables 3 and 4 are based on teacher effects using state standardized 

assessments. In Tables 5 and 6, we present the analogous set of results using teacher effects 

generating from the project-administered, low-stakes test. In Table 5, we find that the 22 

predictors collectively explained 38% of the teacher-level variance in student outcomes on the 

project-administered assessment, which is substantially more than was explained on the state 

test. Each of the subgroups also explained more variance than on the state test: the eight 

measures of instruction explained 11%; the four measures of teacher characteristics explained 

24%; and the 10 teacher background variables explained 14% of the teacher level-variation on 

the project-administered assessment. A model including measures of personal characteristics and 

instruction explained 29% of the variation, while a model including background and instruction 

explained 23% of the teacher-level variation. 

[Insert Table 5 here.] 

[Insert Table 6 here.] 
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In Table 6, we present parameter estimates for individual teacher-level variables and 

examine the extent to which measurement error attenuates the variance explained by each 

predictor variable on the project-administered assessment. We found that each individual 

predictor variable explained, at most, 14% of the teacher-level variability and that the sum of the 

individual explained variances was 53%. In the last column of Table 6, we present the variance 

explained by using the theoretical error-free constructs for each of our measures. Similar to the 

results for the state test, the sum of the individual predictors’ 𝑅2 increased by approximately 9 

percentage points when accounting for measurement error. Applying this 9 percentage point gain 

to the original estimates from the combined model, we find that the 𝑅2 for the project-

administered test would increase, at most, from 38% to 47% if all of the predictors were 

measured without error.  

 

5. Discussion 

Research Question 1: How much variance in teacher effects does a diverse set of predictors 

collectively explain, and how well do specific types of predictors explain that variance? In 

addition, how much overlap exists between measures? 

 Collectively, all 22 teacher-level predictors explained a modest amount of the variation in 

teacher effects on both assessments: 25% on the state assessment and 38% on the project-

administered assessment. Although no single group of predictors was the key to explaining 

variation in teacher effects, the set of teacher personal characteristics (i.e., mathematical 

knowledge, knowledge of student performance, self-efficacy, and effort) explained the most 

variation in teacher effects on both assessments. On the one hand, it was surprising that these 

predictors explained more variation than the measures of instruction, since these measures 
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theoretically influence student outcomes indirectly (i.e., through teachers’ instruction). On the 

other hand, the measures of instruction had lower reliability than other measures, which reduced 

their relative explanatory power. A second explanation is that the teacher characteristics may 

capture qualities that correlate with effective instruction, but that are not measured by the 

classroom observation instruments used our study. Thus, while theory suggests that measures of 

instruction should best account for differences in teacher and teaching quality, in practice we 

find that contemporary measures of instruction are either not sufficiently reliable or not 

sufficiently comprehensive to account for more variation than other, less proximal measures.  

While teacher personal characteristics explained the most variation in teacher effects, 

teacher background and measures of instruction continued to explain additional variance, even 

after controlling for these measures of teacher personal characteristics. For example, when 

adding measures of instruction to these teacher characteristics, the explained variance increased 

from 12% to 18% for the state test and from 24% to 29% for the project-administered 

assessment. When additionally including measures of teachers’ background (i.e., including all 22 

measures), the explained variance increased yet again in both models. This suggests that each 

group of measures explained some unique portion of the variation in teacher effects for both 

tests. Of course, each group of measures did not explain only a unique portion of the variation. If 

that were the case, the total variation explained by the combined model would have been the sum 

of the explained variation for each group. For example, for the state test, the sum of the 

background, characteristics, and instruction explained variance from M2, M3, and M4 was 32% 

(i.e., 9.0 + 12.4 + 10.3), which was greater than the variation explained collectively in M1 

(25%). Thus, although each group of measures did not explain a purely distinct portion of the 

variance in teacher effects, each group held some unique explanatory power.  
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In practice, these results suggest that school leaders and policymakers cannot expect to 

find a single measure that will meaningfully differentiate prospective teachers when hiring, or 

that can serve as the primary focus of professional development for the current workforce. 

Instead, differences in teacher effects are best explained using a diverse range of measures. 

While the full model provides the best explanatory power, it may be impractical or too costly for 

states and districts to collect such a broad range of measures. A more cost-effective starting point 

might be for school and district leaders to consider measures of personal characteristics (e.g., 

content knowledge), which have the benefit of being relatively inexpensive to collect while 

explaining a relatively large amount of teacher-level variance. For example, assessments of 

teachers’ content knowledge could be more heavily incorporated into the hiring process or used 

to identify teachers who would benefit from professional development that addresses gaps in 

content knowledge. 

 

Research Question 2: To what extent does measurement error in the predictor variables 

attenuate the variance explained? 

When we adjusted our estimates of explained variance to account for measurement error 

in the predictor variables, we found that, although higher than the original estimates, each error-

free predictor still only independently explained a relatively small amount of teacher-level 

variance, especially for the state outcome variable. Thus, although measurement error attenuated 

our original results, the potential to explain additional variance by improving the reliability of 

these measures is limited. Notably, the observation-based measures of classroom instruction—

which contain the most measurement error of our predictors—still explained relatively little 

variance in teacher effects after adjusting for measurement error. Although the low reliability of 
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these estimates accords with other studies (e.g., Cohen and Goldhaber 2016; Ho and Kane 2013), 

our results suggest that even if districts and states invested in collecting more reliable versions of 

these measures (e.g., by increasing the number of observations per teacher), they would still fail 

to explain more than a modest percentage of the variation in teacher effects. Thus, districts with 

policies that place an emphasis on using observation measures as sole arbiters of key human 

capital decisions may be off target; instead, our analyses highlight the importance of including a 

range of predictor variables.  

 

Research Question 3: Do predictors account for similar amounts of variance across the state 

tests and the predictor-aligned low-stakes test? 

Comparing our results across the state tests and the project-administered assessment, we 

found that collectively the 22 predictor variables explained 13 percentage points more of the 

teacher-level variance on the project-administered assessment than on the state assessments. This 

highlights the importance of alignment between predictors and outcome variables, and suggests 

that the high-stakes nature of state tests may lead to activities not well captured by contemporary 

instruments. However, for both student assessments we found that measures of teacher 

background and characteristics explained more variance than measures of instruction. This 

consistency across student outcomes further supports the recommendation that school leaders 

and policymakers might focus on these measures to most cost-efficiently differentiate teacher 

effectiveness. One likely reason for the increase in variation explained is that the project-

administered student assessment was developed to match the teacher knowledge measures; it is 

thus not surprising that the knowledge measures explained far more teacher-level variance in 

such test outcomes as opposed to state test outcomes. A second reason for this difference in 
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teacher-level variance explained across student assessments may be that the project-administered 

assessment had no stakes attached; by contrast, the high-stakes nature of state tests might lead to 

student, teacher, or school activities not captured by our instruments (e.g., classifying low-

performing students into untested categories) that may subsequently contribute to score 

distortion (Jacob 2005; Koretz et al. 2001). This second explanation likely also plays some role 

given that, relative to the state test, more variance was explained in all three categories of 

measures, even ones that were not specifically aligned with either test (e.g., teacher background). 

These results highlight that the explanatory capacity of teacher measures is outcome-specific. 

Thus, as states begin to collect multiple student outcomes for evaluative use under the Every 

Student Succeeds Act (ESSA), they may consider increasing their focus on teacher measures that 

explain variability across outcomes most consistently. 

 

6. Conclusions and Future Directions 

The fact that there remains so much unexplained variance in teacher effects, even in a 

study that went to great lengths to capture many of the theoretical and empirical predictors of 

teacher effects, presents challenges for practice and policy. If, after decades of studying teachers 

and teaching, academics have not devised a clear list of background variables, teacher 

characteristics, or instructional practices that strongly and substantively differentiate teacher 

impacts on student outcomes, it may be hard for school leaders to hire the most effective teachers 

or for existing teachers to efficiently develop important professional skills related to student 

learning.  It also creates a problem for those designing policy around effective teachers. For 

example, ESSA requires that states create plans ensuring that all students have equitable access 

to excellent teachers; yet, with little consensus on which features predict excellent teachers and 



EXPLAINING TEACHER EFFECTS ON ACHIEVEMENT  

 

25 

teaching, ESSA has allowed states to include a variety of measures in their plans, some of which 

have little relationship to teacher effectiveness. 

However, there are some bright spots. In particular, the categories of measures that 

explained the most teacher-level variance in student outcomes (i.e., teacher personal 

characteristics and teacher background) were those that are typically the easiest and least costly 

to collect in practice. For informing hiring decisions, these measures could be used to provide 

low-cost information, with the added benefit that they explain more variance than measures of 

classroom instruction. For example, teachers’ mathematical knowledge is typically assessed 

during state certification examinations; the detailed information from these assessments could be 

incorporated in the hiring process. Several measures of teachers’ background are already 

collected and presumably used during hiring (e.g., certification status, years of experience, 

degree information), yet other measures from this study—such as the detailed information on 

mathematics coursework—are less commonly used. The results of this study suggest that 

increased focus on a set of key measures during teacher selection has the potential to improve the 

quality of hired teachers.  

In addition to improving the quality of new hires, these measures could be used to 

improve the quality of the existing workforce by identifying teachers in need of professional 

development or for informing early-career retention decisions. As many schools across the 

country face shortages in the supply of new teachers, especially in special education and STEM 

subjects (Cowan et al. 2016; Sutcher et al. 2016), focusing on the improvement of the current 

workforce may be a particularly appealing strategy. Although some measures used in this study 

are static or otherwise poorly suited for professional development (e.g., teacher background), 

many of the features do evolve over the course of teachers’ careers (e.g., knowledge, 
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instruction). Identifying teachers with room for improvement on these more malleable measures 

and then providing targeted professional development could thus be an effective strategy for 

improving overall teacher effectiveness, especially in districts and subjects with a limited supply 

of new teachers. For example, teachers’ mathematical knowledge could be assessed at key points 

throughout a teachers’ career and low-performing teachers could be targeted for professional 

development to address gaps in their knowledge. 

Although the current study suggests that improvements to these malleable factors have 

the potential to increase the effectiveness of the existing teacher workforce, we note that our 

study is correlational. Because of this, our results highlight the relationship between these 

measures and teacher effectiveness, but do not explicitly identify causal pathways. A second 

limitation of this study is that we base our estimates of teacher effects on student test scores. 

While it is important to understand the predictors of teacher effects on student achievement, 

teachers have measurable impacts on more than just students’ test scores (Blazar and Kraft 2017; 

Jackson 2016). It could be that the predictor variables which explain the least variance in these 

test-based measures of teacher quality explain variance in orthogonal dimensions of teacher 

quality, such as a teachers’ ability to promote students’ social skills, resilience, or grit. Adoption 

of new accountability systems that focus on a variety of student outcomes (e.g., graduation rates, 

chronic absenteeism) under ESSA underscore the importance of understanding which measures 

explain variation in teacher effects on these outcomes. A third limitation of the current study is 

that many of our measures are specific to mathematics. These content-specific measures likely 

will not have the same predictive power for teachers of other subjects and it is unclear if 

measures designed specifically for other subjects will have similar properties to the mathematics-

specific measures included in this study. 
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Finally, we comment on directions for future research. Our results show that even error-

free versions of the 22 measures in this study still only explain at most half of the variation in 

teacher effects. This suggests that there are as-yet undiscovered dimensions of teacher quality, 

which leaves open the possibility of identifying additional, measurable factors that contribute to 

student learning success. We and others have watched hundreds of hours of video over many 

years and tried to design instruments to capture salient aspects of instruction. Although these 

instruments capture teacher practices that, in theory, should directly influence student learning, 

what we have produced thus far might be thought of as the low-hanging fruits from this 

endeavor—clearly visible, easy-to-record aspects of instruction such as classroom climate, 

behavior management, teacher content errors, and ambitious instruction. What is clear from 

watching the video—and arguing about it with colleagues—is the existence of many other salient 

features of instruction. However, these features are difficult to gauge from observations and even 

more difficult from teacher self-reports. The pacing of instruction, for instance, must be neither 

too fast nor too slow for learners; lacking knowledge of learners, however, it is impossible to 

assess this from video, and teachers are not likely to self-report this accurately. Teachers’ 

strategic involvement of students—for instance by calling on specific children to engage them at 

critical moments in the learning process (Lampert 2001)—cannot be captured via video. Because 

of this, as well as the low amount of variability explained by the observational metrics and the 

relatively high costs associated with their collection, the search for predictors of teacher effects 

may proceed more fruitfully along other pathways, even if they rely on measures that are less 

proximal to student learning than instruction.  
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Notes 

1. Because no rewards or sanctions were contingent on their performance in the videos, 

teachers had no incentive to strategically select lessons. Ho and Kane (2013) find that teachers 

are ranked similarly based on observation scores from their self-selected lessons compared to all 

other lessons. 

2. All teachers in the sample had at least one score from any collected teacher-level 

measure. In cases where a teacher was missing some but not all such measure scores, we imputed 

the missing scores for the measure using chained multiple imputation (Rubin 1996). Dummy 

indicators were included in subsequent analyses denoting teachers with imputed scores from 

sources (i.e., background survey, fall teacher survey, spring teacher survey). In practice, we 

imputed very few scores, as 95% of teachers had scores for all 22 measures.  

3. In the case of classical measurement error in a single predictor variable, the estimated 

𝑅2 is attenuated by the predictor’s reliability. To illustrate, imagine an unobserved true predictor 

𝑥∗ is measured with classical error, 𝜈, such that the observed value, 𝑥, is equal to 𝑥∗ + 𝜈. Let the 

variance of the underlying predictor be 𝜎x∗
2  and the variance of the error be 𝜎ν

2.  Then the 

variance of the observed predictor is 𝜎x∗
2 + 𝜎ν

2 and the reliability of the observed predictor is λ =

 𝜎x∗
2 (𝜎x∗

2 + 𝜎ν
2)⁄ . Fitting the regression model 𝑦 = 𝛽𝑥 + 𝜀 using OLS yields an estimate of 𝛽 and 

an estimate of the 𝑅2 that are asymptotically biased by λ. Specifically, in expectation, �̂� = 𝜆𝛽 

and 𝑅𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑
2 = 𝜆𝑅𝑒𝑟𝑟𝑜𝑟−𝑓𝑟𝑒𝑒

2 . Thus, we divide the observed 𝑅2 by the ICC (or marginal test 

reliability for Mathematical Knowledge) of the observed predictor, λ, to recover an estimate of 

the error-free 𝑅2. 
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4. To generate other estimates of the effect of measurement error in the combined models 

requires detailed assumptions about the covariance across predictors in both the underlying error-

free components and the measurement errors, which is beyond the scope of this paper. 
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Table 1 

 

Description of Teacher-Level Measures 

 

 

 

Measure Description of Measure Data Source 

Collection  

Schedule 

Measures of Instructional Practices and Content    

Ambitious Instruction  Meaning orientation and cognitive demand of observed mathematics instruction  Class Observation 3x year 

Errors Observed teacher mathematical mistakes or imprecisions Class Observation 3x year 

Classroom Organization Observed classroom climate, productivity, and behavior management Class Observation 3x year 

Support  Extent of observed emotional and instructional support provided by the teacher Class Observation 3x year 

Algebra Content Number of subtopics taught covering algebra Teacher Survey Spring 

Number & Operations Content  Number of subtopics taught covering number and operations  Teacher Survey Spring 

Test Prep Activities  Specific test preparation activities in the classroom Teacher Survey Fall 

Test Prep Instructional Changes  General instructional changes to align with standardized tests Teacher Survey Fall 

Measures of Personal Characteristics  
Mathematical Knowledge Mathematical knowledge for teaching and general mathematics knowledge Teacher Survey Fall 

Knowledge of Student Performance Knowledge of students’ mathematical ability and performance on tests Teacher Survey Spring 

Self-Efficacy Teachers’ self-efficacy in providing strong instruction to students Teacher Survey Fall 

Effort  Number of hours spent preparing for class, organizing materials, grading, etc. Teacher Survey Fall 

Measures of Background    
Master's Degree Teacher holds any master's degree Teacher Survey Fall 

Math Major Teacher holds an undergraduate or graduate degree in mathematics Teacher Survey Fall 

Education Bachelor’s  Teacher holds a bachelor's degree in education Teacher Survey Fall 

Math Courses The number of undergraduate or graduate math courses taken Teacher Survey Fall 

Math Content Courses  The number of undergraduate or graduate math content courses taken Teacher Survey Fall 

Traditional Certification Teacher holds a traditional teaching certification Teacher Survey Fall 

Alternative Certification Teacher holds an alternative (e.g., TFA) teaching certification Teacher Survey Fall 

Elementary Math Certification Teacher holds a specialized certification for teaching elementary mathematics Teacher Survey Fall 

4–10 Yrs. Experience Teacher has 4 to 10 years of teaching experience  Teacher Survey Fall 

10+ Yrs. Experience Teacher has more than 10 years of teaching experience  Teacher Survey Fall 
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Table 2  

 

Descriptive Statistics and Correlations of Teacher-Level Measures 
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Table 3 

 

Estimates of Teacher-Level Parameters and Adjusted Teacher-level R2 of State-Administered 

Assessments 

Note: This table presents teacher-level parameters and adjusted teacher-level R2 from hierarchical model where the 

outcome variable is student scores on state-administered assessments. Sample includes 7,843 students and 283 

teachers. The model also includes student-, class-, and cohort-level controls for test scores and demographic 

characteristics. Adjusted teacher-level R2 indicates the proportional reduction in teacher-level variance (from the 

baseline model) after including the additional teacher-level controls specified in each model. We adjust the teacher-

level R2 estimate to account for the number of additional teacher level controls in the model.  

~ p <.10; *p <.05; **p <.01; ***p <.001. 
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Table 4 

 

Estimates of Teacher-Level Parameters and Adjusted Teacher-level R2 from Individual 

Regressions of State-Administered Assessments 

Note: Sample includes 283 teachers and 7,843 students. Adjusted teacher-level R2 indicates the proportional 

reduction in teacher-level variance (from the baseline model in Table 3) after including the additional teacher-level 

control variable specified on each row in the table. We adjust the teacher-level R2 estimate to account for the number 

of additional teacher level controls in the model (see the analysis section of the paper for details). The error-free 

adjusted teacher-level R2 weights the original adjusted teacher-level R2 by the inverse of each predictor’s reliability 

ratio. We set the reliability of demographic characteristics (e.g., race, gender) and credentials (e.g., degrees, 

experience) that come from administrative files to one. Each row corresponds to a different regression model with 

only one teacher-level variable.  

~ p <.10; *p <.05; **p <.01; ***p <.001. 
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Table 5 

 

Estimates of Teacher-Level Parameters and Adjusted Teacher-level R2 of the Project-

Administered Assessment 

Note: This table presents teacher-level parameters and adjusted teacher-level R2 from hierarchical model where the 

outcome variable is student scores on the project-administered assessment. Sample includes 7,843 students and 283 

teachers. The model also includes student-, class-, and cohort-level controls for test scores and demographic 

characteristics. Adjusted teacher-level R2 indicates the proportional reduction in teacher-level variance (from the 

baseline model) after including the additional teacher-level controls specified in each model. We adjust the teacher-

level R2 estimate to account for the number of additional teacher level controls in the model.  

~ p <.10; *p <.05; **p <.01; ***p <.001 
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Table 6 

 

Estimates of Teacher-Level Parameters and Adjusted Teacher-level R2 from Individual 

Regressions of the Project-Administered Assessment 

Note: Sample includes 283 teachers and 7,843 students. Adjusted teacher-level R2 indicates the proportional 

reduction in teacher-level variance (from the baseline model in Table 5) after including the additional teacher-level 

control variable specified on each row in the table. We adjust the teacher-level R2 estimate to account for the number 

of additional teacher level controls in the model (see the analysis section of the paper for details). The error-free 

adjusted teacher-level R2 weights the original adjusted teacher-level R2 by the inverse of each predictor’s reliability 

ratio. We set the reliability of demographic characteristics (e.g., race, gender) and credentials (e.g., degrees, 

experience) that come from administrative files to one. Each row corresponds to a different regression model with 

only one teacher-level variable.  

~ p <.10; *p <.05; **p <.01; ***p <.001. 
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